


Why Transformer for Vision?

• Towards a general, conceptual 
simple, and sufficiently versatile
architecture yet still achieving 
competitive performance for vision?

• The inductive bias of CNNs, e.g.,
spatially invariant and locality-based,
also may not be sufficient …



Basics: Transformer in NLP

- Standard model in NLP tasks
- Only consists of self-attention modules, instead of RNN
- Encoder-decoder
- Requires large dataset and high computational cost
- Pre-training and fine-tuning approaches : BERT & GPT
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DETR: End-to-End Object Detection with 
Transformers (ECCV’20)

• DETR directly predicts (in parallel) the final set of detections by combining a common CNN with a 
transformer architecture. It does NOT rely on the many hand-designed components like in FasterRCNN.

• The takeaway from DETR is bi-folds: 
• DETR achieved comparable performance to Faster R-CNN, but not on par with more recent detectors (especially on small 

objects), also requiring extra-long training schedule and auxiliary decoding losses
• DETR showed significant promise of generalizability, e.g., the same model easily applied to panoptic segmentation in a 

unified manner



GIF from https://github.com/lucidrains/vit-pytorch

“Pure Transformer”: Visual Transformer (ViT, ICLR’21)

https://github.com/lucidrains/vit-pytorch


Implementation

Learnable Position Embedding 
Epos ∈ R(N+1)×D

* to retain positional information

Trainable linear projection maps
xp ∈ RN×(P2·C) → xpE ∈ RN×D

* Because Transformer uses constant 
widths, model dimension , through all of its layers

Image x ∈ RH×W×C → A sequence of flattened 2D patches xp ∈ RN×(P2·C)

z0
L

https://github.com/lucidrains/vit-pytorch/blob/main/vit_pytorch/vit_pytorch.py#L99-L111
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Implementation

https://github.com/lucidrains/vit-pytorch/blob/main/vit_pytorch/vit_pytorch.py

z ∈ RN×D : input sequence

Attention weight Aij : similarity btw qi, kj



Experiments
• Comparison to State of the Art
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DeIT: Data-efficient Image Transformers

• The first competitive convolution-free transformer 
by training on Imagenet only

• Trained using a teacher-student strategy specific to 
transformers
• It relies on a distillation token ensuring that the 

student learns from the teacher through 
attention.

• When using CNN as teacher, the distilled model 
outperforms its teacher in terms of the trade-off 
between accuracy and throughput



CvT: Convolutions into Vision Transformers

• Each stage starts with a convolutional token embedding that performs an 
overlapping convolution operation on a 2D-reshaped token map
• The linear projection prior to every self-attention block is replaced with a

depth-wise separable convolution as the projection



Swin Transformer (ICCV’21 best paper)

• Swin: hierarchical feature maps by merging image patches
• linear computation complexity to input image size due to computation of self-

attention only within each local window (using Shifted windows)



Swin Transformer: Pipeline Overview



Swin Transformer: Shifted Window



TimeSformer: ViT for Video
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DINO: Self-Supervised Learning with ViTs

Source: https://ai.facebook.com/blog/dino-paws-computer-vision-with-self-supervised-transformers-and-10x-more-efficient-training/

https://ai.facebook.com/blog/dino-paws-computer-vision-with-self-supervised-transformers-and-10x-more-efficient-training/
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A Debate: ViTs Should Go More Complicated or Less?

• Adding “convolution-like” inductive
bias and structures
• Injecting convolution layers, pyramid

structure, dense connections, sliding
windows, multi-sized views or attention
windows …

• … Or just, keep it simple and
“universal”?
• Always my personal preference
• Someone pushed it even further…



MLP-Mixer: Is there any “indispensable”?
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MLP-Mixer: Is there any “indispensable”?

• Surprise: while convolutions and attention are both sufficient for good 
performance, neither of them are necessary!

• This architecture can be seen as a unique CNN, which uses (1×1) 
convolutions for channel mixing, and single-channel depth-wise 
convolutions for token mixing
• However, the converse is not true as CNNs are not special cases of Mixer

• It has inspired crazy thoughts: maybe “sufficient information mixing” is just
all you need, regardless how you mix it (using whatever architecture…)



TransGAN: Two Transformers Make One Strong GAN



Data Augmentation Matters A LOT

Other Useful Techniques:
- Relative position encoding
- A Modified Form of Normalization
…



Comparing with SOTA ConvNet-based GANs

Transformer Eats Data !



Visual Examples of TransGAN



Multi-Modality: Video-Audio-Text Transformer (VATT)



Other Ongoing ViT Studies …

Model
Compression

Efficient Training &
Transfer

Robustness
(adversarial attacks,

domain shifts…)

Better Optimization
Algorithms

(overcoming over 
smoothening, etc.)

Better Backbone:
Neural Architecture

Search…

Scaling Up:
Larger Data, Multi-

Modality ...

Interpretability
……






